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labelling decisions by large language models
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Human coders can be biased. We test whether Large Language Models (LLMs) replicate
those biases when used as text annotators. By replicating an experiment conducted by
Ennser-Jedenastik and Meyer (2018), we find evidence that LLMs use political information,
and specifically party cues, to evaluate political statements. Not only do LLMs use relevant
information to contextualize whether a statement is positive, negative, or neutral based on
the party cue, they also reflect the biases of the human-generated data upon which they have
been trained. We also find that unlike humans, who are only biased when faced with
statements from extreme parties, some LLMs exhibit significant bias even when prompted
with statements from center-left and center-right parties. The implications of our findings are

discussed in the conclusion.
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Introduction

he increasing sophistication of large language models

(LLMs) has allowed for their more prominent presence in

political science research. One particular area that has
received significant attention in the field is the use of LLMs as
annotators. Research has shown promising results, with LLMs
often outperforming human coders (Gilardi et al. 2023) and
providing comparable accuracy when labeling political text
(Overos et al. 2024), across multiple languages (Heseltine and
Clemm von Hohenberg, 2024). While researchers have evaluated
the performance of LLMs as annotators across various domains,
there is still insufficient information on how the known biases of
LLMs (see Gallegos et al. 2024) can affect their performance.

For human text annotators, studies show that political cues,

such as party, affect their coding decisions (Benoit et al. 2016;
Ennser-Jedenastik and Meyer, 2018; Laver and Garry, 2000). In
this article, we test whether this is also true for LLMs. We
replicate the experimental design of Ennser-Jedenastik and Meyer
(2018), who tested human coder bias by having annotators
evaluate policy statements on immigration that were modified by
party cues. We use the same treatment (i.e, the same policy
statement with different party cues) to evaluate how two LLM
families, OpenAI’s ChatGPT and Meta’s LLaMa, determine the
sentiments behind policy statements (i.e., positive, negative, or
neutral). Our results show important differences in internal
consistency across LLM models, low agreement between LLM
and human coders and, most importantly, significant dis-
crepancies that are conditioned by party cue (i.e., treatment). This
behavior remains even when we explicitly tell LLMs to not take
party labels into consideration. These results are reflective of the
way LLMs embed certain tokens (e.g., party names) with infor-
mation, as well as how embedding interacts with highly polarized
contexts (e.g., immigration) where there are clear expectations
about the position of each party. The output mirrors human
behavior when evaluating political statements. However, our
analysis suggests that LLMs are more sensitive to partisan context
than human coders. In our conclusion, we discuss the implica-
tions and limitations of our results with respect to the use of
LLM:s as political text annotators.

Bias in annotation
Numerous political behavior studies have shown that individuals’
perceptions can be biased based on characteristics that are rele-
vant to political preference formation: gender, education, racial
identity, and partisanship. Since annotators are not immune to
their political contexts, similar biases have been observed in
coding tasks. In a wide-ranging meta-analysis, Webb Williams
et al. (2023) show various sources of annotator bias, including
partisanship and gender, when completing subjective and objec-
tive coding tasks." Other research finds that partisanship can
affect reactions of disgust (Ahn et al. 2014) and responses on
opinion surveys (Bullock and Lenz, 2019; Schaffner and Luks,
2018). In the study that we replicate in this paper, Ennser-
Jedenastik and Meyer (2018) show that human coders use
heuristics from party labels when judging political statements.
Research on LLM:s has also explored biases and incongruities in
their responses. Despite promises and fanfare from LLM devel-
opers, studies have shown multiple sources of errors (Hicks et al.
2024), as well as political bias in their output (Rotaru et al. 2024;
Urman and Makhortykh, 2025; Walker and Timoneda, 2024).
Motoki et al. (2024), for example, find that LLMs tend to align
more with left-of-center viewpoints, a result similar to the one
obtained by Rozado (2024) when probing LLMs with political
orientation tests. More broadly, studies on LLMs have con-
sistently found biases based on contextual and cultural factors
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(Gallegos et al. 2024), leading to the misrepresentation of certain
social groups (Yang et al. 2022), gender stereotyping (Dong et al.
2024), and the reinforcement of normativity (Bender et al. 2021).

Despite the known limitations of LLMs, most research on
LLMs as annotators has focused solely on accuracy, comparing
their performance with that of human annotators. Relevant
political science research has shown that LLMs outperform
human annotators, at a fraction of the price, with minimal effects
on downstream performance (see Braylan et al. 2022; Gilardi et al.
2023; Heseltine and Clemm von Hohenberg, 2024; Overos et al.
2024). Although the results of these studies provide promising
avenues for the application of LLM as coders, less attention has
been paid to the effect of known LLM biases on performance.

In this article, we test the possible biases in LLM annotation
resulting from political cues. We argue that LLMs use political
contextual information to evaluate statements and produce
responses.” As a simplified explanation, Transformer-based LLMs
assign representations (i.e., embeddings) to tokens by relating
their co-occurrences with other tokens in the text. To do this on a
large scale, LLMs are fed enormous amounts of text from various
sources.” These corpora are not created in a vacuum, instead
reflecting social realities. Thus, if certain parties (e.g., far-right
parties) are often mentioned in certain contexts (e.g., dis-
criminatory practices), LLMs are more likely to associate these
parties with those contexts. When LLMs annotate text, they will
use high-information tokens (i.e., political parties) to guide their
responses, just as humans use party cues as a heuristic to evaluate
statements (Ennser-Jedenastik and Meyer, 2018). In the remain-
der of the paper, we first analyze differences in output across LLM
models and consistency in output within each model across
multiple iterations of the same prompt; then, we evaluate to what
degree party cues affect the output of LLMs when used as
annotators.

Replication setup

To test possible biases in LLMs as annotators, we adapt Ennser-
Jedenastik and Meyer (2018)’s experiment on party cues and
human annotators. In their study, Ennser-Jedenastik and Meyer
(2018) enlisted ten coders to classify 200 policy statements on
immigration and migrant integration from Austrian election
manifestos produced between 1986 and 2013. The authors
removed all party labels, references to previous or subsequent
sentences, and gender-sensitive language. They then randomly
assigned a party cue (i.e, the treatment) to each statement: Green
Party (Griine - Extreme Left), Social Democrats (SPO - Center
Left), People’s Party (OVP - Center Right), or Freedom Party
(FPO - Extreme Right). The control statement was the version
without a party cue. An example of a statement without a party
cue is “We stand for a modern and objective immigration policy,”
while a randomly treated statement would be “We [Greens/Social
Democrats/Christian Democrats/Freedomites (‘Freiheitliche’)]
stand for a modern and objective immigration policy.” Each
coder received 200 statements with randomly assigned conditions
and were subsequently asked whether the statement conveyed a
positive or negative stance on immigration, or if the statement
was neutral or unclear. The coding question that appeared below
each statement was “Does this statement convey a positive or a
negative stance on immigration and multiculturalism-or is the
statement neutral or unclear, respectively?”. Coders were also
provided with examples for negative and positive messages
towards immigration and multiculturalism: “By positive state-
ments on immigration and cultural diversity we mean, for
example, approval of immigration to Austria and the acceptance
of refugees, appreciation of other cultures in Austria or demands
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Fig. 1 Distribution of labels by coder with bias-corrected bootstrapped 95% confidence intervals (5000 samples) for statements containing no party cues.

for the opening of the labor market to foreign workers”; and “By
negative statements on immigration and cultural diversity we
mean, for example, demands for less immigration, skepticism
towards other cultures and religions (Islam), the desire for pre-
ferential treatment of Austrians in the labor market or for
restrictive asylum laws”. Finally, Ennser-Jedenastik and Meyer
(2018) tested whether the party cue had an effect on annotation.
They found that human coders were more likely to evaluate
statements with the Greens party cue (i.e., extreme left) positively,
and more likely to evaluate statements with the FPO party cue
(i.e., extreme right) negatively, with no effect from statements
with centrist-party cues (e.g., SPO and OVP). We reproduce the
results of their experiment in Table 2.

For our analysis, we use the exact same statements and
instructions that were given to human annotators.* We test two
LLM families: OpenAI’'s ChatGPT (ChatGPT-3.5 Turbo and
ChatGPT-40), and Meta’s LLaMa (LLaMa 3-70B and LLaMa 3.1-
70B).” Each LLM is prompted using the same text that an
annotator would have read in Ennser-Jedenastik and Meyer
(2018)’s study (including the examples of positive and negative
statements). Each prompt is run in a fresh instance of the LLM
client, making each response independent from the previous one.
Given the independence of each instance, rather than randomly
assigning one party cue to each statement (i.e., prompt), we show
each LLM all 200 statements with each party cue, including the
control. In total, each LLM labels 1000 statements (200 state-
ments X 5 party cues). Since the output from LLMs is stochastic,
we increase the determinism of answers by setting the tempera-
ture to 0 for all runs.° Additionally, we replicate each run
(200 statements) 10 times, allowing us to measure within model
consistency.”

To evaluate coding bias, we follow Ennser-Jedenastik and
Meyer (2018) and use an ordered logistic regression to estimate
the effect of the treatment on the labeling decisions of the LLMs.
To that end, we estimate the following model:

Yijx = cue; + content; + €

where y;j is the response of LLM k to statement i with party cue
treatment j. LLMs categorize each statement as negative, neutral/
unclear, or positive. Our main variable of interest is cue;, an indi-
cator variable that takes the value of the four party labels (ie.,
Greens, SPO, OVP, and FPO), with the no label statements as the
reference category. Following Ennser-Jedenastik and Meyer (2018),
we control for content-related factors using either fixed effects at
the sentence level or random intercepts at the statement level.

Inter-LLM and inter-coder reliability

We begin with Fig. 1, which plots the distribution of positive,
negative, and neutral labels for statements containing no party
cues (i.e., control group) of LLMs and human coders. Following a
similar distribution as human coders, LLaMa 3 and LLaMa 3.1
models are more likely to label statements as positive. The same is
not true for OpenAl models: ChatGPT-3.5 and ChatGPT-40
predict positive and negative labels at similar rates. The former is
least likely to predict neutral labels, while the latter is most likely
to do so. To further evaluate some of these discrepancies, Table 1
compares statements at different degrees of agreement. Statement
where there is high agreement require no additional information
or context to determine their valance. For example, the statement
‘We want to create incentives to encourage people with a
migration background to participate in teacher training courses’
has a clear positive sentiment towards immigrants and their
integration in Austrian society. There seems to be greater dis-
agreement between LLMs and human coders in statements where
context about the Austrian immigration system is required to
make a decision. Take, for example, the following statement: ‘We
believe it is sensible to prepare an annual needs assessment
regarding the number and qualifications of potential immigrants
and use this as a basis for migration’, labeled as neutral by LLMs
and negative by humans. Knowledge of the anti-immigration
rhetoric in Austrian politics might allow coders to pick up on
certain telling elements: deciding on the ‘type of immigrants’ and
‘how many’ have been issues of anti-immigration policy (Kolbe,
2021). In the Discussion Section, we show that statements labeled
as neutral when there is no party cues are more likely to change
their label when prompted with the same statement that includes
a party cue (see Figure F.1 in Appendix F), suggesting that,
similar to humans, LLMs use heuristics from party labels when
judging political statements. They do so, however, at a higher rate
than humans.

We now turn to the task of describing inter-LLM and inter-
coder reliability. We describe within-model consistency by
looking at inter-run reliability. To this end, we estimate Krip-
pendorff’s Alpha, an inter-coder reliability (ICR) score, for each
model across the multiple runs (ten in total). Within model
Krippendorff’s Alpha scores by party cue (treatment) are shown
in Fig. 2. Overall, within model consistency is relatively high, with
most scores close to or above.8.® There are important differences
across LLM families: LLaMa models are highly consistent across
runs, with an average Alpha close to 1.0, while OpenAI models
are less consistent. Within models, however, there are no statis-
tically significant differences resulting from party cues.
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Table 1 Labels for statements about immigration and multiculturalism.

Human Agreement
High LLM-LLM Agreement/Low LLM-
Human Agreement
Low LLM-LLM Agreement/High LLM-
Human Agreement
Low LLM-LLM Agreement/High LLM-
Human Agreement
Low LLM-LLM Agreement/High LLM-
Human Agreement

Agreement Statement Label(s)
Complete Agreement '‘Only a clearly regulated asylum procedure can prevent illegal migration and subsequent Negative
asylum applications from leading to immigration through the back door.’
Complete Agreement ‘A distinction must be made between the fundamental right to asylum in cases of Neutral
persecution (asylum entitlements) and regular immigration (labor migration and family
reunification).’
Complete Agreement ‘We want to create incentives to encourage people with a migration background to Positive
participate in teacher training courses.’
High LLM-LLM Agreement/Low LLM- ‘The asylum ‘fast-track procedure’ must be expanded.’ Negative/Neutral
Human Agreement
High LLM-LLM Agreement/Low LLM- ‘We believe it is sensible to prepare an annual needs assessment regarding the number Neutral/Negative

and qualifications of potential immigrants and use this as a basis for migration.’

‘We welcome motivated individuals who are willing to contribute their skills to Austria
and who appreciate our culture and way of life.’

‘The willingness of immigrants to integrate is an indispensable prerequisite for their
permanent residence in Austria.’
'We want to develop a model that will allow us to actively manage the influx of people
that Austria needs to secure its economic development.’

"We do not see asylum policy as part of immigration policy, but as human rights policy.’

Positive/Neutral
Neutral /Negative
Neutral/Positive

Neutral/Positive

The statements contain no party cues.
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Fig. 2 Within-LLM Krippendorff's Alpha with bias-corrected bootstrapped 95% confidence intervals (5000 samples).

Finally, Fig. 3 depicts ICR scores between LLMs and the
human annotators from Ennser-Jedenastik and Meyer (2018).
Since every LLM labels each statement ten times, we adjudicate
discrepancies following majority rules.” In terms of ICR, the
best performing LLMs are LLaMa 3.1 and ChatGPT-4o, with an
average Krippendorff’s Alpha of 0.56 and 0.55, respectively; the
worst performing LLM is ChatGPT-3.5 Turbo with a Krip-
pendorffs Alpha of 0.43.'° There are also differences in the
variation of agreement between humans and LLMs across party
cues. For the LLaMa family models, the agreement with human
coders across party cues is similar, and we find no statistically
significant differences. That is not the case for ChatGPT-4o,
where there is a Krippendorff’s Alpha of 0.68 when labeling
statements with the center-left SPO label, but 0.37 when
labeling statements with the extreme-right FPO label, a
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statistically significant difference at the 95% confidence level. In
Figure D.1 (see Appendix D), we also show the estimates of
Krippendorff’'s Alpha for each run from every LLM when
compared to human coders. As expected, given the lower
within-model consistency of ChatGPT models, there is greater
variation in ICR scores across runs when compared to models
from the LLaMa family. Note, however, that there are no overall
performance gains from using adjudicated labels, nor labels
from a specific run.

Replication results

In Models 1 and 2 from Table 2, we reproduce the results from
Ennser-Jedenastik and Meyer (2018), who estimate an ordered
logistic regression model where the dependent variable is the label
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Table 2 The Impact of Party Cues on Labeling Decisions: Results from Ennser-Jedenastik and Meyer (2018) and LLMs.
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Original Original LLMs LLMs LLMs LLMs
Griine 0.96*** 1.06*** 0.56*** 237 0.56*** 219
(0.20) (0.20) (0.10) (0.18) (0.10) 017)
SPO —0.01 —0.00 0.27** 1.10*** 0.27** 1.03***
(0.20) (0.20) (0.09) (0.16) (0.09) (0.15)
ovp 0.01 —0.09 —0.09 —0.40** —-0.09 —-0.37*
(0.20) (0.20) (0.09) (0.15) (0.09) (0.15)
FPO —0.75*** —0.80*** —0.72%** —2.93** —0.72*** =277
(0.20) (0.20) (0.09) (017) (0.09) 017)
ChatGPT-40 —0.06 -0.14
(0.08) (0.14)
LLaMa 3 0.28** 17+
(0.09) (0.14)
LLaMa 3.1 0.33*** 1.52***
(0.08) (0.15)
Cut 1: Constant -1.19 —3.15*** —0.60*** 0.94 —0.73*** —2.39**
(0.65) (0.43) (0.09) (0.55) 0.1 (0.55)
Cut 2: Constant 2.02** 0.07 0.46*** 5.39*** 0.33** 1.78**
(0.65) (0.42) (0.09) (0.57) 0.1 (0.55)
Num.Obs. 2000 2000 4000 4000 4000 4000
Statement FE Yes No No Yes No No
Statement RE No Yes No No No Yes
Coder/LLM FE Yes Yes No No Yes Yes
Eigures are‘coefficients from ordered Iogistic"regression, with stangard errors in parenthe§es; statement fixed-effects for all models not shown. Confidence levels reported as follows: ~“"p < 0.007;
p < 0.01; 'p < 0.05. Griine Green Party, SPO Social Democrats, OVP People’s Party, FPO Freedom Party.

assigned by the human coder (i.e.,, positive, neutral/unclear, or
negative), and the independent variable of interest is the party cue
indicator (using the statement with no party label as the reference
category)."" In their main findings, Ennser-Jedenastik and Meyer
(2018) show that party cues have an effect on coding decisions,
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but only when the treatment is a party on the ideological extreme
(ie., Greens and FPO). They find that human coders judge
statements on immigration from the Green party more positively,
while statements with the FPO label are more likely to be labeled
negatively (see Models 1 and 2 of Table 2).
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In Models 3 through 6 of Table 2, we estimate a similar ordered
logistic regression model where the dependent variable is the label
provided by the LLM,"* and the independent variable of interest
is the party cue indicator (i.e., treatment). Models 3 and 5 include
all aggregated data and control for each LLM, while Models 4 and
6 also include statement fixed-effects and random intercepts at
the statement level, respectively. The positive coefficients from the
Green party and SPO cues (far-left and center-left) suggest that
statements with those cues were judged as more positive by LLMs
than statements without party cues. Similarly, LLMs evaluated
statements with the OVP and FPO cues (center-right and far-
right) more negatively than statements without party cues. As a
robustness check, in Appendix C we estimate every model only
using data of each LLM separately, and our results are consistent
regardless of model specification.

The differences in labeling decisions are substantively (as well
as statistically) significant. When compared to the neutral state-
ments, the Green party (far-left) cue increases the probability of a
statement being coded as ‘Positive’ by 13.9 percentage points,
while it decreases the probability that LLMs use the ‘Neutral’ label
by 3.0 percenta}ge points and the ‘Negative’ label by 10.9 per-
centage points.'” We observe a similar, yet less pronounced, effect
when applying the SPO (center-left) cue: LLMs are 6.7 percentage
points more likely to label a statement as ‘Positive’, and 1.0 and
5.6 percentage points less likely to label a statement as ‘Neutral’
and ‘Negative’, respectively. The opposite effect is observed from
the FPO (far-right) cue. For example, LLMs are more 17.2 per-
centage points more likely to identify statements with the FPO
label as negative and 15.9 percentage points less likely to code
statements with the same label as ‘Positive’. The results are robust
to estimations using each LLM sub-sample.'* The controls pro-
vide additional insight into the effect of party cues on labeling
decisions. The results from Model 3 in Table 2 show that both
LLaMa 3 and LLaMa 3.1 are more likely to label statements as
‘Positive’ than ChatGPT-3.5 Turbo (p < 0.05).

There are two important elements to note from our compar-
ison of the effects of party cues on human and LLM coders. First,
as Ennser-Jedenastik and Meyer (2018) suggest, coders use prior
knowledge to contextualize information provided by text. For
humans, prior knowledge comes from heuristic processing; for
LLMs, from the context in which party labels appear in pre-
training data (i.e., the massive corpora used to train LLMs). Both
human and LLMs coders seem to understand contextual cues in
the same way: the direction of bias for left-leaning parties and
right-leaning parties matches prior expectations about their
position vis-a-vis immigration (i.e., left-leaning parties are more
likely to frame immigration in a positive light; right-leaning
parties are more likely to frame immigration in a negative light).
Second, for LLMs, party cues appear to have greater weight on the
decision to label statements one way or another. For example,
unlike with human coders, the center-left SPO and the center-
right OVP party labels have a significant effect on labeling deci-
sions. In Appendix D, we show that, when estimating the models
using all the runs, the effect of cues is also statistically significant
for all parties.

To test individual LLM differences in coding decisions, and to
directly compare these decisions to the labels produced by human
coders, we combine both data sets and interact our variable on
interest (i.e., party cue) with each indicator variable for coder
(including human coders). Table C.1 in Appendix C presents the
complete model. For ease of interpretation, we plot the predicted
probabilities for each coder in Fig. 4. Overall, the positive and
statistically significant effect of the Green party, as well as the
negative and statistically significant effect of the FPO cue
(p=<0.05), on labeling decisions is present in all LLMs. Impor-
tantly, there are significant individual differences in terms of the
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magnitude of estimated effect, as well as differences in relation to
human coders. While all coders, whether humans or machine, are
more likely to code statements with the Green party cue more
positively, both LLaMa models do so at a higher rate than
humans and OpenAl models. FPO cues negatively bias LLMs’
labeling decisions more than humans’, yet ChatGPT-3.5 and
ChatGPT-40 models are 26.8 and 24.9 percentage points,
respectively, more likely to do so than humans. Similar variation
is observed when looking at the more centrist parties. All LLMs
are more likely to label statements carrying the SPO (center-left)
cue (p < 0.05) positively, but because OpenAl models start at a
lower threshold (i.e., the No Party Label labeling tends to be less
positive), they label these positive at a rate that is similar to
humans. For the OVP (center-right), only ChatGPT-3.5 is not
negatively biased when prompted with the cue.'” LLaMa 3 and
LLaMa 3.1 are the most biased models when cued with the OVP,
even though ChatGPT-4o is the most likely to predict negative
labels when prompted with OVP. When no party labels are
present, OpenAl models have a more negative bias compared to
both humans and LLaMa models (p < 0.05).

Understanding LLM biases

Though it is difficult to understand the processes that lead LLMs
to be more susceptible to party cues than human coders, we
estimate the impact of three alternative specifications on output
in order to uncover possible explanations. We argue that LLMs
use political contextual information to evaluate statements and
produce responses, and that this contextual information is
therefore responsible for biased output. To test the possible effect
of information, we first look at the effect of LLMs using all their
pre-training information on the label output. We then modify our
original prompt by asking all LLMs to answer as (a) an ‘average
citizen’, (b) a ‘citizen with low information’, and (c) by ‘not taking
into account the political party mentioned in the prompt’. In
Appendix E, we show within-prompt consistency and find no
major differences from the original prompt; the same with inter-
coder reliability when compared to human coders. To show the
differences in labeling behavior, we aggregate all the responses
from the LLMs, as well as the human responses, and interact the
indicator variables for each prompt with the indicator variables
for the party cues.'® We plot the predicted probabilities from all
LLMs and prompts in Fig. 5. We find similar biases when com-
pared to the original prompt, both in magnitude and direction.
Somewhat surprising, while there are no statistically significant
differences between the original and the alternative prompts
when labeling statements with no party cues, all the alternative
prompts produce greater positive bias when labeling statements
with the Green Party and SPO cues (left and center-left).

Asking any of the LLMs to answer as an ‘average citizen’ or a
‘citizen with low information’ seems to slightly increase the
magnitude of the bias, suggesting that the baseline for LLMs is to
use political contextual information to evaluate statements, and
that it deems ‘average’ and ‘low-information’ respondents as
relying more on these high-information words. Even more rele-
vant for annotation tasks is that when explicitly prompting LLMs
to not consider the previously known source of bias into con-
sideration (i.e., party cues), the responses from LLMs are still
influenced by the party cues.

If LLMs are using party cues to assess information, these
assessments may be made in conjunction with the policy contexts
in which they are embedded-much like human coders. Immi-
gration is a salient and divisive political debate in Austria, with
parties adopting divergent and well-defined positions. The degree
of bias from LLMs may therefore vary across different policy
areas or political contexts, depending on prior expectations about
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Fig. 4 Predicted probabilities for the effect of party cues on coding decisions by human coders and LLMs.

the political position of each party within these contexts. To
further explore this intuition, we us an alternative dataset and run
similar tests. The alternative sentiment data contains 12,329
labeled statements from Austrian parliamentary debates and
party press releases between 1995-2013, covering various policy
domains (Haselmayer and Jenny, 2017), from which we randomly
sample 200 statements. Broadly, the statements address less
politically divisive, and often less salient, issues.'” Thus, for most
statements, we have no apriori expectations about the policy
stance of each party on these issues.

Following the same process as with the immigration dataset, we
add party cues to each statement. In Appendix G, we plot the
distribution of LLM labels and their correlation to human labels,
and we find a similar behavior from most LLMs as with the
immigration data.'® We test the presence of bias from party cues
by estimating the same models as we did with the Ennser-
Jedenastik and Meyer (2018) data. Table G.2 in Appendix G
presents the full results, and for ease of interpretation we plot the
predicted probabilities in Figure G.2 in the same Appendix.
Overall, party cues have no differentiating effect on labeling
decisions, contrary to what we observe with the immigration data.
We find no differences in the relative positiveness or negativeness
across LLaMa models, all displaying a similar behavior across
party prompts. ChatGPT models label more statements as neu-
tral, and less positive, than LLaMa models. ChatGPT-3.5 is more
likely to label a statement as negative (and less likely to label it as
positive) in the presence of any party cue when compared to

statement with no party labels, while ChatGPT-40 is more less
likely to label a statement as negative in the presence of any party
cue when compared to statement with no party labels (p<0.05).
The results suggest that LLMs embed party tokens with infor-
mation that affects their behavior, and that LLMs are most reliant
on this information when placed in a context where there are
prior expectations about the position of the party. This is in line
with research on the behavior of LLMs when addressing political
topics, showing how LLMs react differently to highly-polarized
and less polarized topics (see Pit et al. 2024; Vijay et al. 2025;
Yang et al. 2024).

Finally, we look at the effect of different temperatures on model
output. While a lower temperature makes model output more
deterministic, it might also lock the available responses into one
option, probability-wise. If this option places high attention on
party cues, then there is an increased likelihood of bias. To
address this concern, we run the original prompts with tem-
peratures of 1 and 1.25."° In Appendix E, we plot within-prompt
consistency and show that, as expected, there is greater variation
in answers as we raise the temperature. Models 1 through 10 in
Table E.2 (see Appendix E) present the results of the ordinal
logistic model when using different temperatures, both in
aggregate and for each LLM.”” Overall, the results are mixed, even
though we still find similar biases (in direction and statistical
significance) resulting from changes to the party cue. In general,
higher temperature decreases the likelihood that statements are
evaluated positively. There are meaningful differences by LLM
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Fig. 5 Predicted probabilities for the effect of party cues on coding decisions

and party cue, however. For example, while the LLMs consistently
evaluate statements with the Griine Party cue more positively
than statements without a party label, and having a temperature
of 1 or 1.25 typically results in positive evaluations becoming less
likely, in aggregate our results reflect that the negativity induced
by increasing the temperature above 0 is effectively mitigated by
the interaction between temperature and the Griine Party label.
For statements with the FPO label, which were already more
likely to be seen by the LLMs as negative, temperature—and the
interaction between temperature and the FPO party
label-typically increases the likelihood of a negative evaluation.
Even so, variation in results between LLMs means that our
general findings about temperature and party label are not always
consistent. For example, while ChatGPT-3.5 Turbo was estimated
to produce a negative interaction effect when it was set to a
temperature of 1 and given statements about the FPO, for LLaMa
3.1 this interaction effect was positive, as was the interaction
effect observed from ChatGPT-3.5 Turbo when changing the
temperature from 1 to 1.25. Variation in the influence of
temperature-and the interactions between temperature and
party cue-on our estimates is not suprising, given the much
lower ICR scores of the LLMs at temperatures higher than 0.
When looking at the results of temperature across all models, it
seems that increasing the temperature above 0 is analogous to
increasing the degree of randomness that appears in the data
being generated.
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across different prompts.

Discussion and Conclusion

Our results show that, similar to human coders, contextual
information affects responses from LLMs. In particular, we pro-
vide evidence that party cues affect the way that LLMs label policy
statements: far-left and center-left party cues increase the prob-
ability an immigration related statement will be labeled as posi-
tive; far-right and center-right party cues increase the probability
an immigration related statement will be labeled as negative.
Unlike humans, this effect is not limited to parties at the ideo-
logical extremes. We also find that the magnitude of the effect is
greater for LLMs than it is for human coders. Furthermore, LLMs
are biased even when they are explicitly instructed to ignore
party cues.

The context-based decision making observed from LLMs is not
necessarily problematic. Informational cues can improve the
validity of the data as long as the priors of LLMs are ‘correct.” For
example, consider the statement “We should take care of the
situation with the immigrants.” The sentiment of the statement,
on its own, might be unclear; the sentiment of the message might
have clear positive or negative connotations depending on whe-
ther the party is left- or right-leaning.>' However, the impossi-
bility of realistically perusing the data used to train LLMs, or of
fully understanding the ‘thought process’ behind any given
response, makes it unlikely for researchers to know what these
priors are, and which tokens (or set of tokens) have these priors
embedded.”” With the constant updating of LLMs, as well as the
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proliferation of new LLMs, it is difficult to know whether priors
will all be the same across platforms and time.

More importantly, our findings suggest that LLMs might
process political information differently than humans, amplifying
biases across the ideological spectrum rather than simply repli-
cating human tendencies. Political scientists have long recognized
that party cues shape public opinion, particularly on salient issues
such as immigration. However, LLMs rely more on this partisan
cues, and are more deterministic in their labeling decisions, than
human coders. Additional analysis of the data suggests that
LLaMa models, and OpenAI models to a lesser degree, are more
likely than humans to change from labeling a statement as neutral
when there are no party cues, to labeling a statement as positive
or negatively when there is a Green Party or FPO cues, respec-
tively (p < 0.05).> When it comes to more centrist parties, LLMs
are similarly deterministic in their behavior. For example,
ChatGPT-40 changed 18% of its labels from neutral when there
was no party cue to positive when there was an SPO cue, yet
changed none of its labels to negative. In the same situation,
human coders changed a similar percentage of labels from neutral
to positive or to negative. This suggests that LLMs are filling in
the information about sentiment when there are not many clues
in the context with party cues (e.g., neutral statements). Addi-
tionally, OpenAI models are more likely than humans to change
from labeling a statement as positive when there are no party
cues, to labeling a statement as neutral when there is an FPO cue
(p < 0.05). OpenAl models might have embedded information on
the party cue that they are leveraging against the contextual
information at a higher rate than humans. Note that party cues
also make LLM:s lock into a labeling decision when, for example,
the statement without party cue suggests a negative sentiment and
the party cue is the FPO. In that situation, all models will label
close to 100% of the time the statement as negative (while human
coders label them as negative 80% of the time).**

If LLMs are applying political heuristics more rigidly than
human coders, then partisan framing might play a bigger role
even in situations where context provides less information about
political position and, thus, sentiment. In the highly polarized
topic of immigration in Austria, we find that LLMs are applying
partisan frames. When testing the behavior of LLMs with more
general political text, we find there to be no systematic differences
across party cues. Thus, the behavior is not generalizable to all
contexts, but the interaction between context and partisan
framing could be relevant when using LLMs as annotators. Still,
further research is needed in order to understand more broadly
the effects of context on the behavior of LLMs. In this paper, we
test LLaMa and OpenAl models in German text about Austrian
politics. How these results hold in other contexts, languages, and
LLMs still remains an open question.

Ennser-Jedenastik and Meyer (2018) argue that human coders
use prior knowledge to contextualize information, what they call
heuristic processing, and that this contextualization will have an
effect on policy-related labeling decisions. We argue for a similar
intuition when it comes to LLMs. LLMs are trained using troves
of human-generated text data, and high valence tokens, such as
party labels, are more likely to appear under specific contexts.
Since the training data reflects societal biases, these biases will
inevitably be reflected by LLMs. Given the obscurity of how LLMs
are trained, it is challenging to assess the degree to which our
proposed mechanism is actually affecting the decisions taken by
LLMs. Yet, research has shown that LLMs decode text by focusing
on high information tokens, a characteristic that might lead to an
over-reliance of that information when assessing prompts. Future
research can expand on the types of cues, and types of tasks, that
affect the behavior of LLMs, and how to mitigate
unwarranted bias.

Combined with other research on biases, researchers should
take into account that LLMs are not created in a vacuum. They
are the partial product of human-generated data, that is embed-
ded with human biases. As previously noted, using partisan
frames that provide greater context and aid in improving anno-
tation tasks are not necessarily bad. The fact that LLMs are less
moderate in their reliance of these cues than humans in anno-
tation tasks is an additional element researchers should pay close
attention to when validating their data. Thus, while there are
many benefits to using LLMs as annotators, such as their low cost
and high accuracy (Gilardi et al. 2023; Heseltine and Clemm von
Hohenberg, 2024), these should be put in perspective of possible
biases. This is of particular importance to social scientists who
study highly polarized contexts (e.g., elections, gendered institu-
tions, racial identity), where LLMs might overly rely on certain
cues. Given the expansion of the use of LLMs as annotators, social
scientists should leverage their own theoretical understanding of
the topic to anticipate or, at the very least, check for possible
biases when there are clear expectations about the influence of
cues (e.g, partisan frames on immigration).”” Overall, we
recommend researchers use a similar approach as the ones shown
here on high information terms that could influence the results in
undesirable ways to identify systematic sources of bias.

Finally, we provide additional suggestions for researchers
employing LLMs as annotators. Since LLMs are non-
deterministic in their answers, we run multiple iterations of
each annotation task. This is similar to other recent work using
LLM:s as annotators, as well as research using Transformer-based
models more broadly (Timoneda and Vallejo Vera, 2025). We
find that internal consistency (i.e., the consistency of results
across multiple runs) varies across LLM families and LLMs, with
LLaMa 3.1 models yielding the best results overall in terms of
performances and consistency (while remaining open-source).
We also find that improvement in models can also lead to greater
consistency, as is the case for the ChatGPT family. This has
important implications, not only for the use of LLMs as coders,
but in the replicability of outputs from LLMs in research. Best
practices when using LLMs as annotators should include multiple
iterations of the task, reporting on all the output from LLMs, and
clearly explaining the adjudication strategy employed. Using
multiple iterations of any task performed by LLMs allows
researchers to replicate the results over repeated samples; being
explicit about the adjudication strategy and reporting on the
different outcomes from the type of adjudication strategy used
can provide robustness to empirical findings using the output
of LLMs.

Additionally, LLMs are constantly changing and being upda-
ted, and adapted versions are built on top of LLMs (e.g., Deep-
Seek-R1-Distill-Llama-70B is a DeepSeek model based on
LLama). Older models often become obsolete, and platforms stop
supporting them. The LLM environment makes replication
complicated and, with time, impossible. Researchers should
clearly report the version of the model used and, if possible, the
platform on which it was deployed (or if it was locally deployed),
as well as the date when the code was ran. This allows readers to
understand possible variations in output.” Finally, we have taken
various steps to provide the transparency and reproducibility that
are often expected from academic work. To this end, we have
made our code and data publicly available,”” and encourage other
researchers do the same.

We close by noting that this is not a thorough examination of
biases in LLMs as annotators, but rather a starting point. We are
testing these biases for a specific case, in a limited set of LLMs, in a
particular point in time. As previously suggested, there are important
limitations to the generalizability of the results. This study serves as a
probe into the biases of LLMs, providing some best practices from
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the conclusions, and encouraging researchers to be cognizant, if not
vigilant, of how these can affect their work. Ultimately, our research
cautions researchers who are considering using LLMs as coders,
echoing previous research that has highlighted biases of human
coders (Benoit et al. 2016; Ennser-Jedenastik and Meyer, 2018; Laver
and Garry, 2000). Our final recommendation goes back to Grimmer
and Stewart (2013) key principle of text analysis more generally:
“validate, validate, validate.”

Data availability
All replication data and code is available at https://github.com/
svallejovera/llm_as_coders.

Code availability
Full modeling details and code are available online at https://
github.com/svallejovera/llm_as_coders.
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Notes
1 Webb Williams et al. (2023) also find that there is low generalizability of their results.

For example, gender biases found in U.S. annotators were not found in Dutch

annotators.

This is similar to heuristic processing in human annotators when using political party

cues to evaluate statements (Ennser-Jedenastik and Meyer, 2018).

For a more detailed explanation on the encoding-decoding infrastructure of

Transformer-based model, see Timoneda and Vallejo Vera (2024).

See Appendix A for an example of the prompt given to the LLMs.

We focus on four widely available models that are relatively easy to implement

through cloud-based servers. Unlike OpenAT’s ChatGPT models, Meta’s LLaMa

family is open-source and free to use, an important element when considering our

model of choice (Palmer et al. 2024).

A temperature of zero does not mean a completely deterministic answer. A low

temperature value makes models more determined by the text in the training data,

which increases the likelihood of the most common token(s) to be generated next; a

higher temperature makes the model less reliant on the training data, flattening the

curve of the probability of the token(s) to be generated next, making the output seem
less deterministic. In either scenario, the possibility of variation remains.

As we explain in our Discussion section, replication of tests using LLMs can be

complicated, given the stochastic nature of the models and that models are frequently

updating and changing. Using multiple iterations of any task performed by LLMs will
allow researchers to replicate results over repeated samples.

According to Krippendorff (2018), a Krippendorff's Alpha above .8 is a satisfactory

level of agreement, allowing for triangulated inferences based on the labeled data.

In Appendix B we show all results using alternative adjudication methods, but the

overall conclusions from the analysis remain unchanged.

Krippendorff’s Alpha below .67 is a poor level of agreement, which does not allow for

triangulated inferences from the labeled data. These results suggest that annotators

are not applying the coding scheme consistently (Krippendorff, 2018).

The results in Model 1 and 2 are virtually identical to the ones presented in Ennser-

Jedenastik and Meyer (2018).

12 For Table 2, using the labels where we adjudicate discrepancies following majority
rules. In Appendices B and D, we estimate the same model using alternative
adjudication strategies, as well as all runs individually, and find similar results.

13 We estimate all predicted probabilities from Model 3, using LLM random-effects, as
these yield the more conservative effects.

14 In the Appendix, we estimate the same model using the data from each individual
run, rather than the adjudicated data. The results and conclusions remain unchanged.

15 See Appendix C for estimate for models with individual LLMs.

16 In Appendix E, we present the complete model. We also estimate each model with the

individual LLMs and find no difference in the results.

In Table G.1 (see Appendix G), we provide a selection of statements from this

alternative dataset.

18 ChatGPT-40 produced too few positive labels to estimate similar ordinal logistic
models. In Appendix G we show, separately, the results for only two labels-negative
and neutral-.

19 For LLaMa 3.1, the temperature ranges between 0 (most deterministic) to 2 (most
liberal). However, for our prompt, setting the temperature above 1.25 returned
gibberish.
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20 Note that, with greater variation in output, the adjudication criteria becomes more
relevant.

2

22 Recent literature has explored ‘reasoning’ in LLMs, looking at advances on

—

We thank a reviewer for pointing out this issue and providing an example.

understanding the learning patterns of LLMs (for a review,see Bandyopadhyay et al.
2025; Zhang et al. 2024). By analyzing the output of LLMs, and rewarding/punishing
certain responses, researchers can have a partial view of the ‘thought process’ and,
most importantly, change the behavior of LLMs. Future research should explore how
fine-tuning LLMs-using training data to customize the behavior of LLMs to a specific
task—can adjust the priors of LLMs to provide more accurate responses.

23 See Figure F.1 in Appendix F.

24 Tt is also the case that some LLMs are changing their behavior in different texts than
humans. In Figure F.2 in Appendix F we present a heatmap of the statements for
which coders changed their label in the presence of party cues. LLaMa-3 and LLaMa-
3.1 models change their behavior in 76.5% and 79% of the same statements as
humans, respectively. GPT-3.5 and GPT-40 models change their behavior in 59% of
the same statements as humans. Thus, the content that leads to greater bias will be
different across LLMs.

25 We show that, absent these clear expectations, partisan cues have no effect on labeling
decisions from LLMs.

26 Knowing changes in LLMs, either in training or data (or both), is still dependent on

transparency from companies developing these LLMs.

This includes the raw data as provided by Ennser-Jedenastik and Meyer (2018), as

well as the output data from the LLMs.
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